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1
KEY AGREEMENT USING A KEY
DERIVATION KEY

BACKGROUND

This specification relates to performing key agreement
operations in a wireless communication system. Many
mobile devices are configured to communicate with a wire-
less network (e.g., Global System for Mobile Communica-
tion (GSM), Universal Mobile Telecommunication Services
(UMTS), Long-Term Evolution (LTE), etc.). The mobile
device and the wireless network can use cryptographic tech-
niques to communicate with confidentiality and authenticity.
In some instances, the mobile device and the wireless network
perform a key agreement protocol to derive the keys (e.g.,
ciphering keys, integrity keys, etc.) that are used in crypto-
graphic communication.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram of an example wireless
communication system.

FIG. 2 is a signaling and flow diagram of an example
authenticated key agreement sequence in a communication
system.

FIG. 3A is a flow diagram showing an example technique
that can be used by a network operator system for authenti-
cated key agreement.

FIG. 3B is a flow diagram showing an example technique
that can be used by a mobile device for authenticated key
agreement.

FIG. 4A is a flow diagram showing an example technique
that can be used by a network operator system for authenti-
cated key agreement.

FIG. 4B is a flow diagram showing an example technique
that can be used by a mobile device for authenticated key
agreement.

FIGS. 5A and 5B are flow diagrams showing an example
technique that can be used by a network operator system for
authenticated key agreement in a Universal Mobile Telecom-
munication Services (UMTS) system.

FIGS. 5C and 5D are flow diagrams showing example
technique that can be used by a mobile device for authenti-
cated key agreement in a UMTS system.

FIG. 5E is a schematic diagram showing aspects of the
example technique shown in FIGS. 5A and 5B.

FIG. 6A is a flow diagram showing an example technique
that can be used by a network operator system for authenti-
cated key agreement in a UMTS system.

FIGS. 6B and 6C are flow diagrams showing an example
technique that can be used by a mobile device for authenti-
cated key agreement in a UMTS system.

FIG. 6D is a schematic diagram showing aspects of the
example technique shown in FIG. 6A.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

Wireless communication systems need security features.
Security protocols may be executed, for example, by wireless
network servers, by mobile devices accessing the wireless
network, or by a combination of these and other components.
Multiple factors influence security requirements. In some
cases, a device may need to rely on long-term security of a
single algorithm. For example, when an embedded universal
integrated circuit card (UICC) is installed in a mobile device,
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2

the security algorithm may be difficult to modify or replace
after installation. In some cases, available security algorithms
evolve based on advances in computational capabilities. For
example, the computational capability of mobile device tech-
nologies continues to generally increase over time. Given
these factors, in some contexts, it may be useful to define
loose requirements for alternative key agreement and authen-
tication schemes in wireless networks.

In some aspects of what is described here, a mobile device
and wireless network operator server can authenticate each
other through a third-party wireless network, for example,
using a previously-established symmetric key. Key derivation
functions (KDFs), message authentication code (MAC) func-
tions, or any suitable combination of them can be used in a
larger construct to provide authentication and derive session
keys for confidentiality and data integrity. In some instances,
the constructs can be deployed within a general framework
provided by existing standards (e.g., within a Universal
Mobile Telecommunication Services (UMTS) system). In
some instances, the solutions described here may provide
greater agility between underlying security primitives, for
example, by using standardized KDFs or other types of func-
tions. The techniques and systems described here may pro-
vide additional or different advantages.

In some implementations, a security protocol utilizes a
MAC function. Any suitable MAC function may be used.
Generally, a MAC function receives inputs that include a key,
an arbitrary-length input message, and possibly other inputs;
the MAC function may produce an output of a specified
length based on the inputs. The MAC function may generate
the output based on any suitable operations, such as, for
example, a keyed hash function, an un-keyed hash function,
cipher block chaining, or other types of functions.

In some cases, a MAC function can refer to a family of
functions h, parameterized by a key k. A MAC function can
have the property of “ease of computation,” such that, for a
known functionh,, given a valuek and an input x, h,(x) is easy
to compute. The value h,(x) may be referred to as a MAC-
value or MAC. A MAC function can have the property of
“compression,” such that, h, maps an input x of arbitrary finite
bit-length to an output h,(x) of fixed bit-length n. A MAC
function can have the property of “computation-resistance.”
For example, given a description of the function family h, for
every fixed allowable value of k (unknown to an adversary),
given zero or more text-MAC pairs (X,, h.(X,)), it may be
computationally infeasible for the adversary to compute any
text-MAC pair (x, h,(x)) for any new input x=x, (including
possibly for h,(x)=h,(x,) for some i). In some cases, a MAC
function is included within a larger function. For example, a
MAC function may be included in a key derivation function
(KDF) or another type of function.

In some implementations, a security protocol utilizes a
KDF. Any suitable KDF may be used. Some example KDFs
are the American National Standard Institute (ANSI) X9.63
hash-based KDF using SHA256 defined in ANSI X9.63-
2011, the National Institute of Standards and Technology
(NIST) counter-mode KDF defined in NIST SP800-108 with
CMAC-AES128 from NIST SP800-38B, the NIST counter-
mode KDF defined in NIST SP800-108 with keyed-HMAC-
SHA256 from FIPS 198-1, and others. These examples can be
used, for example, at the 128-bit security level, the 256-bit
security level, or at any other suitable level.

KDFs can derive cryptographic keys from input data. The
inputs may include, for example, a secret key, a random seed,
a constant, or any suitable combination of these or other
inputs. The input can include a user password, a random seed
value from an entropy source, or a value from a hash function
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or a cryptographic operation. In some instances, a KDF
derives an output from an input key and other inputs by
applying a function such as a hash, a keyed hash, or block
cipher for one or more iterations. In some cases, an output
length is provided as an input to the KDF. The output length
variable can specify the bit-length of the output produced by
the KDF.

A KDF can include one or more iterated functions. The
number of iterations may depend on, for example, the speci-
fied length of the output to be produced by the KDF, a security
parameter, or other factors. Some types of functions can be
iterated, for example, in a counter mode, a feedback mode, a
double-pipeline mode, or in another iteration mode. In a
counter mode, a KDF can iterate a function n times and
concatenate the outputs until L. bits of keying material are
generated. In this example, n=[L/h], where h is an integer that
indicates the length of the output of the iterated function.

FIG. 1 is a schematic diagram of an example wireless
communication system 100. The example wireless commu-
nication system 100 includes a mobile device 102 and a
wireless network system 103. The wireless communication
system 100 can include additional or different features and
components. For example, the wireless communication sys-
tem 100 can include one or more servers, computing systems,
additional or different networks, wireless terminals, or any
suitable combination ofthese other components. The wireless
network system 103 includes a wireless station 104 and a core
network system 106. The wireless network system 103 can
include additional or different features and components. The
components of the wireless communication system 100 can
be configured as shown in FIG. 1, or the wireless communi-
cation system 100 can be configured in another manner, as
appropriate.

In the example shown in FIG. 1, the mobile device 102 can
communicate with the wireless network system 103. In some
instances, the wireless network system 103 can provide the
mobile device 102 access to a wide area network (e.g., the
Internet, etc.), and the mobile device 102 can communicate
with other devices or subsystems over the wide area network.
In some instances, the wireless network system 103 can pro-
vide the mobile device 102 access to a telephone network
(e.g., Integrated Services Digital Network (ISDN), Public
Switched Telephone Network (PSTN), etc.), and the mobile
device 102 can communicate with other devices or sub-
systems over the telephone network. The mobile device 102
may communicate over additional or different types of net-
works and may have other ways of accessing the other net-
works. Mobile devices can be configured to communicate
over wireless Local Area Networks (WL ANSs), Personal Area
Networks (PANs) (e.g., Bluetooth and other short-range com-
munication systems), metropolitan area networks, public
land mobile networks using cellular technology (e.g., Global
System for Mobile Communication (GSM), Universal
Mobile Telecommunication Services (UMTS), Long-Term
Evolution (LTE), etc.), and other types of wireless networks.

The mobile device 102 includes a wireless interface 110, a
processor 112, and a memory 114. The mobile device 102 can
include additional or different features. In some instances, the
mobile device 102 may include one or more user interfaces.
For example, the user interface can include a touchscreen, a
keyboard, a microphone, a pointing device (e.g., a mouse, a
trackball, a stylus, etc.), or another type of user interface.
Moreover, the features and components of the mobile device
102 can be configured as shown and described with respect to
FIG. 1 or in a different manner. Generally, the mobile device
102 can include any appropriate types of subsystems, mod-
ules, devices, components, and combinations thereof.
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Examples of mobile devices include various types of mobile
telecommunication devices, electronic readers, media play-
ers, smartphones, laptop systems, tablet devices, etc.

The wireless interface 110 of the mobile device 102 can
include any suitable hardware, software, firmware, or com-
binations thereof. In some implementations, the wireless
interface 110 can be included in a wireless communication
subsystem of the mobile device 102. The wireless interface
110 may include additional or different features or compo-
nents. In some implementations, the wireless interface 110
may include or have access to programs, codes, scripts, func-
tions, or other types of instructions that can be executed by
data processing apparatus. In some implementations, the
wireless interface 110 may include or have access to pre-
programmed or re-programmable logic circuits, logic gates,
or other types of hardware or firmware components. The
wireless interface 110 handles wireless communications
between the mobile device 102 and the wireless station 104.

The processor 112 can execute instructions, for example, to
generate output data based on data inputs. The instructions
can include programs, codes, scripts or other types of data
stored in memory. Additionally or alternatively, the instruc-
tions can be encoded as pre-programmed or re-programmable
logic circuits, logic gates, or other types of hardware or firm-
ware components. In some instances, the processor 112 can
generate output data by executing or interpreting software,
scripts, programs, functions, executable, or other modules
stored in the memory 114.

The memory 114 can include any suitable computer-read-
able media. The memory 114 can include a volatile memory
device, a non-volatile memory device, or both. The memory
114 can include one or more read-only memory devices,
random-access memory devices, buffer memory devices, or a
combination of these and other types of memory devices. In
some instances, one or more components of the memory can
be integrated or otherwise associated with another compo-
nent of the mobile device 102. The memory 114 can store
data, such as, for example, applications, files, etc. in a com-
puter-readable format.

In some implementations, the mobile device 102 includes
a universal integrated circuit card (UICC) and mobile equip-
ment. The mobile equipment may be identified, for example,
by an International Mobile Equipment Identity (IMEI). The
UICC can be, for example, a SIM card that includes an Inter-
national Mobile Subscriber Identity (IMSI), identifying the
subscriber, a secret key for authentication, and other user
information. The IMEI and the IMSI can be independent,
thereby providing personal mobility. The SIM card may be
protected against unauthorized use by a password, personal
identity number, or otherwise.

The example wireless network system 103 shown in FIG. 1
can include one or more wireless telecommunication net-
works, wireless data networks, combined voice and data net-
works, or any suitable combination of these and other types of
wireless networks. The wireless network system 103 canbe a
public land mobile network that uses cellular technology
(e.g., Global System for Mobile Communication (GSM),
Universal Mobile Telecommunication Services (UMTS),
Long-Term Evolution (LTE), etc.). The wireless network sys-
tem 103 can communicate with the mobile device 102, for
example, by radio frequency signals or another mode of com-
munication. The wireless network system 103 may include
devices, systems, or components distributed across an area or
region. The wireless network system 103 can include one or
more local, regional, national, or global networks.

The wireless network system 103 can include one or more
cellular networks. The wireless network system 103 may
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utilize one or more communication protocol standards, for
example, 3G, 4G, GSM, LTE, CDMA, GPRS, EDGE, LTE,
or others. In some cases, the wireless network system 103 is
implemented as a UMTS system that uses wideband code
division multiple access (WCDMA) as the air interface.
Some example UMTS systems include a base station sub-
system (BSS), a universal terrestrial radio access network
(UTRN), and a core network for circuit switched and packet
switched (e.g. e-mail) applications.

The wireless station 104 can include any suitable structures
or systems. In some cases, the wireless station 104 can be
implemented as a base station, or a as part of a base station, in
a cellular network. The wireless station 104 can communicate
wirelessly with the mobile device 102. For example, the wire-
less station 104 may include one or more antennae that com-
municate directly with the mobile device 102 by radio fre-
quency signals. The wireless station 104 may include any
suitable communication components (e.g., antennas, antenna
controller systems, transceivers, computing systems, proces-
sors, memory and associated hardware components). In some
instances, all or part of the wireless station 104 can be imple-
mented as a base station subsystem (BSS), a base transceiver
station (BTS), a base station controller (BSC), a radio base
station (RBS), a node B, an evolved node B, a Universal
Terrestrial Radio Access Network (UTRAN), or any suitable
combination of one or more of these. For example, a BSS may
provide allocation, release and management of specific radio
resources to establish connections between a mobile device
102 and a radio access network (e.g., a GSM/EDGE radio
access network); a UTRAN may include, for example, radio
network controllers (RNCs) and NodeBs, and the UTRAN
may allow connectivity between the mobile device 102 and
the core network system 106. The wireless station 104 may
include additional or different features.

The wireless station 104 can communicate with the core
network system 106, for example, by wired connections,
wireless connections, or any suitable combination of commu-
nication links. The wireless station 104 may include features
(e.g., hardware, software, data, etc.) adapted for communi-
cating with the core network system 106. For example, the
wireless station 104 may be adapted for encrypting, decrypt-
ing, and authenticating communications with the core net-
work system 106.

The core network system 106 can include any suitable
structures or systems. In some instances, the core network
system 106 communicates with the wireless station 104 to
control or facilitate communication between the wireless sta-
tion 104 and the mobile device 102. In some instances, all or
part of the core network system 106 can be implemented as a
UMTS core network or another type of core network system.
The core network system 106 may include any suitable server
systems, communication interfaces, or other features. In
some instances, the core network system 106 can communi-
cate over a private data network (e.g., an enterprise network,
a virtual private network, etc.), a wide area network (e.g., the
Internet, etc.), a telephone network, and possibly additional
or different types of networks.

In some implementations based on UMTS, the core net-
work system 106 may include, for example, a mobile switch-
ing center (MSC), a visitor locationregister (VLR), a gateway
MSC (GMSC), a signaling transfer point (STP), a service
control point (SCP), an authentication center (AuC), home
location register (HLR), a serving GPRS support node
(SGSN), a gateway GPRS support node (GGSN), a short
message service center SMS-SC, or a combination of these
and other systems. The MSC can provide an interface
between the radio system and fixed networks. For example
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the MSC may perform functions to handle circuit switched
services to and from the mobile stations. The VLR can pro-
vide a database that stores information about mobile devices
under the jurisdiction of an MSC that it serves. The HLR can
support packet switched (PS) domain entities such as the
SGSN, a mobile management entity (MME) and GGSN. The
HLR can also support the circuit switched (CS) domain enti-
ties such as the MSC. In some instances, the HLR enables
subscriber access to services and supports roaming to legacy
GSM/UMTS networks. The AuC can store an identity key for
each mobile subscriber registered with a home location reg-
ister (HLR). This key can be used to generate security data.
The core network system 106 may include additional or dif-
ferent features.

In some implementations based on UMTS, the HL.R and
VLR together with the MSC provide call routing and (possi-
bly international) roaming capabilities for mobile devices.
The HLR can contain administrative information of each
subscriber registered in the UMTS network, along with the
current location of mobile devices. A UMTS network may
include a single HLR, and the HL.R may be implemented as a
distributed database. The VLR can contain selected adminis-
trative information from the HLLR for call control and provi-
sion of the subscribed services, for each mobile currently
located in the geographical area controlled by the VLR. Each
functional entity can be implemented as an independent unit.
Some manufacturers of switching equipment implement one
VLR together with one MSC, so that the geographical area
controlled by the MSC corresponds to that controlled by the
VLR.

FIG. 2 is a signaling and flow diagram of an example
process 200 for authenticated key agreement in a communi-
cation system. The example process 200 shown in FIG. 2 can
be modified or reconfigured to include additional, fewer, or
different operations, which can be performed in the order
shown or in a different order. In some instances, one or more
of the operations can be repeated or iterated, for example,
until a terminating condition is reached. In some implemen-
tations, one or more of the individual operations shown in
FIG. 2 can be executed as multiple separate operations, or one
or more subsets of the operations shown in FIG. 2 can be
combined and executed as a single operation.

The process 200 can be implemented in a communication
system. For example, the process 200 can be implemented by
one or more components of the wireless communication sys-
tem 100 shown in FIG. 1 or by a different type of system. F1G.
2 shows certain operations being performed by a mobile
device 202, a network server 204, and another network server
206. In some implementations of the process 200, one or more
of the operations shown in FIG. 2 can be performed by addi-
tional or different components, devices, or subsystems, or by
combinations of them, as appropriate.

The mobile device 202 can be any suitable device capable
of wireless communication. In some aspects, the mobile
device 202 can be the mobile device 102 shown in FIG. 1 For
example, the mobile device 202 can be a mobile unit that
allows a user to access network services through network
servers 204 or 206. The network servers 204 and 206 can be
associated with a wireless network system, such as the wire-
less network system 103 shown in FIG. 1. For example, one or
both of the network servers 204 and 206 can be part of the
wireless station 104, the core network system 106, or the
network servers 204 and 206 may be associated with other
features of a wireless network system.

The network server 204 can be any suitable computing
system that is capable of communicating (e.g., directly, indi-
rectly, wirelessly, etc.) with the mobile device 202 and the
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network server 206. In some implementations, the network
server 204 can be a visitor location register (VLR), which can
be part of a core network. For example, the network server
204 may be configured to perform the functions of detailed
location information update, location information registra-
tion, paging, security for the mobile device, and can maintain
a copy of the subscriber information. In some implementa-
tions, the network server 204 can assign a temporary mobile
subscriber identity (TMSI) which can have local significance
in the area handled by the VLR. For example, the TMSI may
be assigned randomly by the AuC. The network server 204
can be implemented in another manner, and it may be con-
figured to perform additional or different operations.

The network server 206 can be any suitable computing
system that is capable of communicating (e.g., directly, indi-
rectly, wirelessly, etc.) with the network server 204 and the
mobile device 202. In some implementations, the network
server 206 can be a home location register (HLR), which can
be part of a core network. The network server 206 can be
implemented in another manner, and it may be configured to
perform additional or different operations. In some imple-
mentations, the mobile device 202 has a subscription to the
wireless network system and can be registered with the net-
work server 204. In some implementations, the mobile device
202 can be a visiting mobile device with a subscription to
another wireless network system, and the visiting mobile
device can temporarily register with its HLR (e.g., the net-
work server 206) through a VLR (e.g., the network server
204).

The process 200 can be executed at any suitable time or
upon any suitable condition. The process 200 may be per-
formed, for example, when the mobile device 202 enters the
jurisdiction of a particular wireless station, when the mobile
device 202 initiates communication with a wireless station,
when a wireless station initiates communication with the
mobile device 202, or upon other events. In some cases, the
process 200 can be performed periodically, for example, at
specified times or at specified time intervals. In some cases,
the process 200 can be performed when the mobile device 202
or the wireless network refreshes communication parameters,
or at other specified instances.

At 210a, the mobile device 202 sends an identifier to the
network server 204. The mobile device 202 can transmit the
identifier over the wireless network or by additional or dif-
ferent communication systems or links. In some implemen-
tation, the identifier can be a temporary mobile subscriber
identity (TMSI). The TMSI can be a unique identifier
assigned to the mobile device 202 by a network server to
identify the mobile device 202, while supporting subscriber
identity. At 2104, the network server 204 sends the identifier
to the network server 206. In certain instances, the identifier
can be the identifier received from the mobile device 202 at
210a. One of the possible reasons for sending the identifier is
to request verification of the identifier from the network
server 206.

At 212, the network server 206 generates a challenge and
session keys. In some instances, the example processes
shown in FIGS. 3A, 4A, 5A, 5B, and 6A can be used to
generate the challenge and the sessions keys. Other suitable
techniques may be used to generate a challenge and session
keys. In some implementations, the network server 206 par-
ticipates in the authentication and key agreement process to
generate an authentication vector AV. The authentication vec-
tor can include, for example, a random value RAND,
expected response XRES, cipher key CK, integrity key IK
and authentication token AUTN. Each authentication vector
may be valid for only one authentication and key agreement
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between the network server 206 and the mobile device 202
and can be ordered based on a sequence number. Additional
or different types of data may be generated by the network
server 206.

At 216, the network server 206 sends data to the network
server 204. The data can include, for example, an authentica-
tion vector or any suitable information. In some instances, the
data include a random value RAND, an expected response
XRES, acipherkey CK, an integrity key IK, an authentication
token AUTN, or any suitable combination of values produced
by the network server 206 in response to receiving the iden-
tifier.

At 217, the network server 204 sends a challenge to the
mobile device 202. In some implementations, the network
server 204 can facilitates an authenticated key agreement
process by parsing the data and sending it to the mobile device
202. The challenge sent to the mobile device 202 can include
the random value RAND, the authentication token AUTN, or
a combination of these and other data.

At 218, the mobile device 202, generates a response and
session keys. In some instances, the example processes
shown in FIGS. 3B, 4B, 5C, 5D, 6B and 6C can be used to
generate the response and the sessions keys. Other suitable
techniques may be used to generate a challenge and session
keys. On receiving the challenge, if the authentication token
AUTN is accepted by the mobile device 202, the mobile
device 202 can generate the response RES, the cipherkey CK,
the integrity key IK and a mobile device authentication token
AUTN, .. Additional or different types of data may be gen-
erated by the mobile device 202.

At 220, the mobile device 202 sends the response to the
network server 204. The response can include the response
RES generated by the mobile device 202. The response may
include additional or different data, as appropriate.

At 222, the network server 204 compares the expected
response XRES provided by the network server 204 and the
response RES provided by the mobile device 202. If the
response and the expected response match, the network
server 204 can consider the authentication and key agreement
to be successfully completed between the mobile device 202
and the network server 206. If the response and the expected
response do not match, the network server 204 can consider
the authentication and key agreement to have failed. In such
instances, one or more of the prior operations can be repeated,
the process can be terminated, or other options may be avail-
able.

At 224, the network server 206 sends an identifier to the
mobile device 202. The identifier can be sent through the
network server 204 or through another communication link or
intermediate system. The identifier can be the TMSI or
another identifier. In some cases, the identifier may be
encrypted, or the identifier may be unencrypted. In some
instances, the identifier is sent to the mobile device before the
other operations shown in FIG. 2.

At 226, a secure communication channel is utilized
between the mobile device one or more of the network servers
204,206. The channel can be made secure, for example, using
the session keys generated at 212 and 218. In some imple-
mentations, the mobile device 202 or the network server uses
the session keys to communicate with each other or with other
entities. In some instances, the mobile device 202 or the
network server encrypts or decrypts communications using
the ciphering key CK. In some instances, the mobile device
202 or the network server generates an authentication tag or
verify authenticity of an authentication tag using the integrity
key IK. Additional or different security procedures may be
used. In some instances, an anonymity key AK* may be used
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to protect information, for example, to send a resynchronized
sequence value SQN to the AuC. In some instances, the
anonymity key is used to mask the sequence value SQN, as
the sequence value SQN can be used for tracking. The ano-
nymity key AK may computed, for example, from the key K
and the value RAND or in any other suitable manner.

FIG. 3A is aflow diagram showing an example process 300
that can be used by a network operator system for authenti-
cated key agreement. The process 300 may be implemented,
for example, by a server system of a wireless network or by
any other suitable system. In some implementations, one or
more operations of the process 300 are performed by a home
location register (HLR) or by any other component of the
wireless network. The process 300 can include additional or
different operations, and the operations can be performed in
the order shown in FIG. 3A or any suitable order. In some
cases, one or more of the operations can be iterated or
repeated, for example, until a specified condition is reached.

At 302, an identifier of a mobile device is received. For
instance, the identifier can be a temporary mobile subscriber
identity (TMSI) or any other suitable identifier associated
with a mobile device. In some implementations, the identifier
may be affiliated with an identity in a layer of the Open
Systems Interconnection (OSI) model (e.g., an email address,
a telephone number, a Session Initiation Protocol (SIP), Uni-
form Resource Identifier (URI), a media access control iden-
tifier, etc.). The identifier can be received directly or indirectly
from the mobile device. For example, the mobile device may
wirelessly transmit the identifier to the wireless network, and
the identifier may be forwarded through one or more commu-
nication links in the core network system.

At304, asecretkey is accessed. For example, the secret key
can be stored in any suitable database or network server of the
core network. The identifier received at 302 can be used to
locate the secret key, for example, in a secure database. In
some instances, the secret key is a long-term, symmetric key
held by both the mobile device and the network operator.
Additional or different types of secret keys may be used.

At 306, a challenge is obtained. For instance, the challenge
can be a random challenge value. The random value can be a
previously-generated random value, or the random value can
be generated in response to receiving the identifier. Random
values can be generated, for example, by a pseudorandom
generator or another suitable system. In some cases, the chal-
lenge can be updated by XORing the random challenge with
an operator constant.

At 308, a message authentication code (MAC) function is
evaluated based on the secret key and the challenge. The
MAC function can include any suitable function or family of
functions. For example, the MAC function can be a hashed-
MAC (HMAC), a cipher-MAC (CMAC), or any other suit-
able MAC function. The MAC function can be evaluated as a
stand-alone function, or the MAC function can be evaluated
as part of a larger function (e.g., as part of a key derivation
function). Some key derivation functions (KDFs) include
MAC functions, and evaluating such KDFs causes a MAC
function to be evaluated. Examples of KDFs that include
MAC functions include the hash-based KDF using SHA256
defined in ANSI X9.63-2011, the counter-mode KDF defined
in NIST SP800-108 with CMAC-AES128 from NIST
SP800-38B, the NIST counter-mode KDF defined in NIST
SP800-108 with keyed-HMAC-SHA256 from FIPS 198-1,
and others. The MAC function may operate on any suitable
inputs. In some examples, the inputs to the MAC function
may include the secret key and the challenge value. Addi-
tional or different inputs may be used, as appropriate.

20

30

40

45

10

At 310, session key(s) and an expected response are
obtained based on the output of the MAC function. For
instance, the session keys can include one or both of the
ciphering key (CK) and the integrity key (IK). Additional or
different session keys can be generated. The expected
response can be the response that the mobile device is
expected to generate in response to the challenge value
obtained at 306. As such, the challenge and the expected
response can be used to authenticate the mobile device.

At 312, a message is generated based on the challenge, the
expected response and the session key(s). For instance, the
message can include the challenge, the expected response, the
session keys (e.g., CK, IK, or other session keys), an authen-
tication token (AUTN), or any suitable combination of these
and other data. The message can have any suitable structure or
format. The message can be structured as an ordered array or
an authentication vector, which can be sent from an HLR to a
VLR. In some cases, AUTN can be assembled by concatenat-
ing a sequence number SQN, an authentication management
function (AMF), and a message authentication code. In addi-
tion, an anonymity key can also be part of the AUTN. In some
cases, the anonymity key AK can be masked with SQN. For
example, SQN“* may be sent as part of AUTN.

FIG. 3B is a flow diagram showing an example process 350
that can be used by a mobile device for authenticated key
agreement. The process 350 may be implemented, for
example, by a mobile device in a wireless communication
system or by any other suitable system. In some implemen-
tations, the example process 350 shown in FIG. 3B is per-
formed by a mobile device in coordination with a wireless
network server performing the example process 300 shown in
FIG. 3A. The process 350 can include additional or different
operations, and the operations can be performed in the order
shown in FIG. 3B or any suitable order. In some cases, one or
more of the operations can be iterated or repeated, for
example, until a specified condition is reached.

At 352, a challenge is received. The challenge can be
received from the wireless network system. For example, the
VLR or another component of the wireless network system
may send the challenge to the mobile device to initiate an
authenticated key agreement protocol. The challenge can
include a random value, an authentication token, or any suit-
able combination of these and other data. In some instances,
the challenge can include the challenge value produced by the
network operator at 306 in FIG. 3A. For example, the chal-
lenge can include data from the message generated by a
network operator at 312 in FIG. 3A.

At 354, a secret key is accessed. The secret key can be
accessed by any suitable technique. The secret key can be
accessed locally on the mobile device in response to receiving
the challenge from the wireless network. The secret key can
be a previously-computed key held by the mobile device and
a network operator. For instance, the secret key can be a
long-term symmetric key stored on a USIM of a mobile
device. In some cases, other types of keys may be used.

At 356, a MAC function is evaluated based on the secret
key and the challenge. The MAC function evaluated by a
mobile device at 356 can be the same MAC function evalu-
ated by a network server at 308. For example, the MAC
function can be a hashed-MAC (HMAC), a cipher-MAC
(CMAC), or any other suitable MAC function. The MAC
function can be evaluated as a stand-alone function, or the
MAC function can be evaluated as part of a larger function
(e.g., as part of a key derivation function). Some key deriva-
tion functions (KDFs) include MAC functions, and evaluat-
ing such KDFs causes a MAC function to be evaluated.
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At 358, aresponse and session key(s) are obtained based on
the output of the MAC function. For instance, the session keys
can include one or both of the ciphering key (CK) and the
integrity key (IK). Additional or different session keys can be
generated. The response can include information that the
mobile device will profter in response to the challenge value
received at 352. For example, the mobile device can send the
response to the network, and the network can use the response
to authenticate the mobile device.

At 360, the response is transmitted. The response may be
wirelessly transmitted from the mobile device to the wireless
network system. For example, the response may be sent to the
network system that provided the challenge at 352. In some
cases, the response may be sent to the VLR or another com-
ponent of the wireless network system. In some cases, the
response can be sent with an authentication token and other
data, as appropriate.

FIG. 4A is aflow diagram showing an example process 400
that can be used by a network operator system for authenti-
cated key agreement. The process 400 may be implemented,
for example, by a server system of a wireless network or by
any other suitable system. In some implementations, one or
more operations of the process 400 are performed by a home
location register (HLR) or by another component of the wire-
less network. The process 400 can include additional or dif-
ferent operations, and the operations can be performed in the
order shown in FIG. 4A or any suitable order. In some cases,
one or more of the operations can be iterated or repeated, for
example, until a specified condition is reached.

At 402, an identifier of a mobile device is received. For
instance, the identifier can be a temporary mobile subscriber
identity (TMSI) or any other suitable identifier associated
with a mobile device. In some implementations, the identifier
may be affiliated with an identity in a layer of the Open
Systems Interconnection (OSI) model (e.g., an email address,
a telephone number, a Session Initiation Protocol (SIP), Uni-
form Resource Identifier (URI), a media access control iden-
tifier, etc.). The identifier can be received directly or indirectly
from the mobile device. For example, the mobile device may
wirelessly transmit the identifier to the wireless network, and
the identifier may be forwarded through one or more commu-
nication links in the core network system.

At404, asecretkey is accessed. For example, the secret key
can be stored in any suitable database or server of the core
network. The identifier received at 302 can be used to locate
the secret key, for example, in a secure database. In some
instances, the secret key is a long-term, symmetric key held
by both the mobile device and the network operator. Addi-
tional or different types of secret keys may be used.

At 406, a challenge is obtained. For instance, the challenge
can be a random challenge value. The random value can be a
previously-generated random value, or the random value can
be generated in response to receiving the identifier. Random
values can be generated, for example, by a pseudorandom
generator or another suitable system. In some cases, the chal-
lenge can be updated by XORing the random challenge with
an operator constant.

At 408, a key derivation function KDF is evaluated based
on the secret key and the challenge. The KDF can include any
suitable function or family of functions. The KDF can include
a MAC function, a hash function or another type of one-way
function, an encryption function, or any suitable combination
of these and other functions. Example KDFs include the
hash-based KDF using SHA256 defined in ANSI X9.63-
2011, the counter-mode KDF defined in NIST SP800-108
with CMAC-AES128 from NIST SP800-38B, and the NIST
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counter-mode KDF defined in NIST SP800-108 with keyed-
HMAC-SHA256 from FIPS 198-1. Additional or different
KDFs may be used.

The KDF evaluated at 408 may operate on any suitable
inputs. In some examples, the inputs to the KDF include the
secret key and the challenge value. Additional or different
inputs may be used, as appropriate. The KDF may operate on
an input that specifies the length of the keying material to be
derived by the KDF. Evaluating the KDF at 408 can produce
a key derivation key as output.

At 410, the key derivation function is evaluated based on
the key derivation key. As such, a tiered approach to key
derivation can be used. For instance, the key derivation key
produced at 408 can be used as one of the inputs to the KDF
to generate another KDF output at 410. The KDF evaluated at
410 can be the same KDF that was evaluated at 408, or a
different KDF can be used. In either case, the bit-length of the
output produced by the KDF at 408 can be greater than, equal
to, or less than the bit-length of the output produced by the
KDF at 410. For example, different output length variables
may be used with the same KDF. The KDF evaluated at 410
may operate on any suitable inputs. In some examples, the
inputs to the KDF include the key derivation key and a con-
stant. Additional or different inputs may be used, as appro-
priate.

At 412, session key(s) and an expected response are
obtained based on the output produced by the KDF at410. For
instance, the session keys can include one or both of the
ciphering key (CK) and the integrity key (IK). Additional or
different session keys can be generated. The expected
response can be the response that the mobile device is
expected to generate in response to the challenge value
obtained at 406. As such, the challenge and the expected
response can be used to authenticate the mobile device.

At 414, a message is generated based on the challenge, the
expected response and the session key(s). For instance, the
message can include the challenge, the expected response, the
session keys (e.g., CK, IK, or other session keys), an authen-
tication token (AUTN), or any suitable combination of these
and other data. The message can have any suitable structure or
format. The message can be structured as an ordered array or
an authentication vector, which can be sent from an HLR to a
VLR. In some cases, AUTN can be assembled by concatenat-
ing a sequence number SQN, an authentication management
function (AMF), and a message authentication code. In addi-
tion, an anonymity key can also be part of the AUTN.

FIG. 4B is a flow diagram showing an example process 450
that can be used by a mobile device for authenticated key
agreement. The process 450 may be implemented, for
example, by a mobile device in a wireless communication
system or by any other suitable system. In some implemen-
tations, the example process 450 shown in FIG. 4B is per-
formed by a mobile device in coordination with a wireless
network server performing the example process 400 shown in
FIG. 4A. The process 450 can include additional or different
operations, and the operations can be performed in the order
shown in FIG. 4B or any suitable order. In some cases, one or
more of the operations can be iterated or repeated, for
example, until a specified condition is reached.

At 452, a challenge is received. The challenge can be
received from the wireless network system. For example, the
VLR or another component of the wireless network system
may send the challenge to the mobile device to facilitate an
authenticated key agreement protocol. The challenge can
include a random value, an authentication token, or any suit-
able combination of these and other data. In some instances,
the challenge can include the challenge value produced by the
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network operator at 406 in FIG. 4A. For example, the chal-
lenge can include data from the message generated by a
network operator at 414 in FIG. 4A.

At 454, a secret key is accessed. The secret key can be
accessed by any suitable technique. The secret key can be
accessed locally on the mobile device in response to receiving
the challenge from the wireless network. The secret key can
be a previously-computed key held by the mobile device and
a network operator. For instance, the secret key can be a
long-term symmetric key stored on a USIM of a mobile
device. In some cases, other types of keys may be used.

At 456, a key derivation function (KDF) is evaluated based
on the secret key and the challenge. Evaluating the KDF at
456 produces a key derivation key. At 458, a KDF is evaluated
based on the key derivation key. The KDFs evaluated by a
mobile device at 456 and 458 can be the same KDFs evaluated
by a network server at 408 and 410, respectively. For
example, the KDF evaluated at 456 and 458 can be the hash-
based KDF using SHA256 defined in ANSI X9.63-2011, the
counter-mode KDF defined in NIST SP800-108 with CMAC-
AFES128 from NIST SP800-38B, the NIST counter-mode
KDF defined in NIST SP800-108 with keyed-HMAC-
SHA256 from FIPS 198-1, or any other suitable KDF.

At 460, a response and session key(s) are obtained based on
the output of the KDF evaluated at 458. For instance, the
session keys can include one or both of the ciphering key
(CK) and the integrity key (IK). Additional or different ses-
sion keys can be generated. The response can include infor-
mation that the mobile device will proffer in response to the
challenge value received at 452. For example, the mobile
device can send the response to the network, and the network
can use the response to authenticate the mobile device.

At 462, the response is transmitted. The response may be
wirelessly transmitted from the mobile device to the wireless
network system. For example, the response may be sent to the
network system that provided the challenge at 452. In some
cases, the response may be sent to the VLR or another com-
ponent of the wireless network system. In some cases, the
response can be sent with an authentication token and other
data, as appropriate.

FIGS. 5A and 5B are flow diagrams showing an example
process 500 that can be used by a network operator system for
authenticated key agreement in a UMTS system. The process
500 may be implemented, for example, by a server system of
a wireless network or by any other suitable system. In some
implementations, one or more operations of the process 500
are performed by a home location register (HLR) or by
another component of the wireless network. The process 500
can include additional or different operations, and the opera-
tions can be performed in the order shown in FIGS. 5A and 5B
or any suitable order. In some cases, one or more of the
operations can be iterated or repeated, for example, until a
specified condition is reached.

At 502, a temporary mobile subscriber identity (TMSI) is
received. The TMSI is associated with a mobile device. The
TMSI can be received from the mobile device or from an
entity in the wireless network system. For example, the HLR
may receive the TMSI from a visitor location register (VLR)
or from another component of the wireless network system.
In some implementations, the mobile device wirelessly trans-
mits the TMSI to the network, and the VLR forwards the
TMSI to the HLR to authenticate the mobile device.

At 504, a key K and a sequence value SQN are accessed.
The key K and the sequence value SQN are associated with
the TMSIreceived at 502, and they may be accessed based on
the TMSI. The key K and the sequence value SQN corre-
sponding to the TMSI may be accessed in any suitable man-
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ner. For example, the HLR may access the key K and the
sequence value SQN by searching a database for a record
corresponding to the TMSI.

At 506, a random value RAND is generated. The random
value RAND can be generated by any suitable technique. In
some cases, the HLR can access a database of previously-
generated random values, or the HLR may include a pseudo-
random generator that generates random values as needed.
The random value can be any suitable size or data format
(e.g., binary, etc.).

At 508, the random value RAND may be updated. If the
operator is using an operator constant OP, then OP_ is com-
puted. The value OP, can be used to update RAND, for
example, by computing RAND=RANDOP,. The value
OP, may be computed by evaluating OP =KDF(K, OP,
klength), where KDF represents a key derivation function.
The inputs to KDF include OP (a 128-bit operator variant
algorithm configuration field), K (a long-term secret key) and
klength (a key length variable). In addition, OP, can be a
128-bit value derived from OP and K. The value OP, can be
used within the computations of {1, f1*, {2, f3, f4, {5 and £5%*.
The value f1 can represent an output of a message authenti-
cation code function. The value {2 can represent an output of
a message authentication code function used to compute a
response (RES) and an expected response (XRES). The value
3 can represent an output of a key generating functionused to
compute a cipher key (CK). The value f4 can represent an
output of a key generating function used to compute an integ-
rity key (IK). The value f5 can represent an output of a key
generating function used to compute the anonymity key AK.

At 510, a value Z is computed. The value Z can be com-
puted by evaluating Z=KDF(K, RAND, outlen). Here, the
inputs to KDF can include the key K, the random value
RAND and outlen, where outlen represents the sum of bit-
lengths needed for 2, £3, f5 and £5*. The function KDF can be
any key derivation function that accepts an input key and
other input data to derive keying material. Example KDFs
include the hash-based KDF using SHA256 defined in ANSI
X9.63-2011, the counter-mode KDF defined in NIST SP800-
108 with CMAC-AES128 from NIST SP800-38B, and the
NIST counter-mode KDF defined in NIST SP800-108 with
keyed-HMAC-SHA256 from FIPS 198-1. Additional or dif-
ferent KDFs may be used.

At 512, £2, 13, 5 and optionally {5* are extracted from Z.
For instance, the extraction process can include parsing Z or
any other suitable technique.

At 514, temp=SQNJ||AMF||SQN||AMF is formed. For
instance, temp can be assembled by concatenating SQN and
AMF. In some instances, the concatenation is done twice.
Here, SQN is a sequence number that can be kept synchro-
nized by the mobile device and the HLR. In addition, AMF
represents the Authentication Management Field. Example
uses of AMF may include support for multiple authentication
algorithms and keys, changing list parameter and setting
threshold values to restrict the lifetime of cipher and integrity
keys.

At516, a new value of Z is computed. The new value can be
computed by evaluating Z=KDF(K, RAND®temp, outlen').
Here, the inputs to the KDF can include the key K, the random
value RAND XORed with temp, and outlen. The value outlen
can represent the sum of bit-lengths for f1, f1* and f4. The
value temp can be the concatenation of SQN and AMF pro-
duced at 514.

At 518, f1, f1* and f4 are extracted from Z. For instance,
the extraction process can include parsing Z or any other
suitable technique.
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At 520, if masking is used, the sequence value SQN can be
masked. For example, the sequence value can be masked by
computing SQN=SQN®Tf5. For each mobile device, the
authentication center (AuC) can keep track of the sequence
value SQN, which can facilitate re-synchronization.
Sequence masking can be done, for example, while provi-
sioning non-production environments so that copies created
to support test and development processes are not exposing
sensitive information and thus avoiding risks of leaking.
Masking algorithms can be designed to be repeatable so ref-
erential integrity is maintained.

At 522, the authentication token AUTN is assembled. Here,
the authentication token AUTN can be assembled by forming
AUTN=SQN|IAMF]||f] (=MAC,,). Forinstance, AUTN can be
assembled by the concatenation of the sequence number
SQN, authentication management field AMF and the value f1.
The value of fl can be the message authentication code
MAC,.

At 524, an output quintet Q is generated. Here, the output
quintet can be generated by forming Q=(RAND, XRES={2,
CK=f3, IK=t4, AUTN). For instance, Q can be an ordered
array of authentication vector that can include a random num-
ber RAND, an expected response XRES, a cipher key CK, an
integrity key IK and authentication token AUTN. In some
cases, the quintet Q is valid for an authentication and key
agreement between the VLR and the mobile device.

At 526, the output quintet Q is sent. The output quintet Q
can be sent, for example, by the HLR to the VLR. The output
quintet Q can be sent in any suitable form or format, using any
suitable transmission technique. Subsequently, the VLR can
extract RAND and AUTH and may forward these variables to
the mobile device.

FIGS. 5C and 5D are flow diagrams showing an example
process 550 that can be used by a mobile device for authen-
ticated key agreement in a UMTS system. The process 550
may be implemented, for example, by a mobile device in a
wireless communication system or by any other suitable sys-
tem. In some implementations, the example process 550
shown in FIGS. 5C and 5D is performed by a mobile device in
coordination with a wireless network server performing the
example process 500 shown in FIGS. 5A and 5B. The process
550 can include additional or different operations, and the
operations can be performed in the order shown in FIGS. 5C
and 5D or any suitable order. In some cases, one or more of the
operations can be iterated or repeated, for example, until a
specified condition is reached.

At 552, arandom value RAND and an authentication token
AUTN are received. The values may be received wirelessly
by the mobile device from the wireless network. In some
cases, RAND and AUTN can be sent to the mobile device by
a VLR or another component of the wireless network system.
In some cases, the random value RAND and the authentica-
tion token AUTN are the values generated by a network
operator in the process 500 (e.g., at 506 or 508, 522) shown in
FIGS. 5A and 5B. For example, the VLR may parse the
random value RAND and authentication token AUTN from
the authentication vector AV sent to the VLR from the HLR,
and the VLR may forward the parsed values to the mobile
device for authentication.

At 554, the key K and the stored sequence value SQN,, . are
accessed. For instance, the key K and the sequence value
SQN, s can be accessed in a local memory of the mobile
device. In the mobile device, the SQN, . can be stored in a
USIM or another suitable computer-readable medium. The
sequence value SQN, < can be a counter stored locally at the
mobile device. The key K can be a long-term symmetric key
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stored by the mobile device and the network operator system.
Additional or different types of keys may be used.

At 556, if the operator is using an operator constant, the
random value RAND can be updated. The random value
RAND can be updated in the same manner as in the process
500 at 508. For instance, RAND can be updated by computing
RAND=RANDEOP.. (where OP . is computed as described
with respect to operation 508 in FIG. 5A).

At 558, the value 7Z is computed. Here, the value Z is
computed by evaluating Z=KDF(K, RAND, outlen). The
value Z can be computed by the mobile device using the same
KDF and the same inputs that were used by the network
operator system in the process 500 at 510.

At 560, 12, 13, f5 and optionally {5* are extracted from Z.
For instance, the extraction process can include parsing Z or
any other suitable technique.

At 562, the authentication token AUTN is parsed. For
instance, parsing the authentication token
(AUTN=SQN||AMF|MAC,) can be done to retrieve the
sequence number SQN, the authentication management field
AMTF, the message authentication code MAC ,, or any com-
bination of them.

At 564, if masking is used, the sequence value SQN is
masked. The sequence number SQN can be masked accord-
ing to the technique used in the process 500 at 520. For
instance, the sequence number can be masked by XORing the
extracted sequence number SQN with f5 (SQN=SQN©DI5).

At 566, temp is formed. The value temp can be formed by
the same technique used in the process 500 at 514. For
instance, the value temp can be formed by setting
temp=SQN||AMF||SQN||AMF, a concatenation of the
extracted sequence number SQN and AMF.

At568, a new value Z is computed. The new value Z can be
computed by the same technique used to compute the new
value Z in the process 500 at 516. For example, the new value
Z can be computed by evaluating Z=KDF(K, RAND®temp,
outlen").

At 570, f1, f1* and f4 are extracted from Z. For instance,
the extraction process can include parsing Z or any other
suitable technique.

At 572, MAC , is compared to f1. If they are not equal (i.e.,
if MAC ;=f1), the process can be halted. In the event that the
process is halted, at 573 an error code is returned. Otherwise
(i.e., if MAC ,=f1), the process can proceed to 574.

At 574, the validity of SQN is checked against SQN, ..
This check can be performed to determine if re-synchroniza-
tion is needed. If SQN is not valid, resynchronization is
performed at 575. Resynchronization can be performed by:
(1) updating the sequence value SQN,,, (2) computing
7Z=KDF(K, RANDGD(SQN,,J||AMF*||SQN,,J|AMF*), out-
len"), where AMF* is a default value, (3) extracting
f1*=MAC;from Z, (4) if masking is used, applying the mask-
ing operation SQN,,~SQN,, &Hf5* and (5) forming
AUTN, ~=SQN, JMAC.. When SQN is valid, the process
can proceed to 576.

At 576, a response RES, a cipher key CK and an integrity
key IK are generated. For instance, the response RES and the
session keys can be generated by the mobile device. Here the
response RES=f2, the cipher key CK=f3, the integrity key
IK=t4, and if required the mobile device authentication token
AUTN, ,c may be generated as well.

At 578, the response RES is sent, and the mobile device
authentication token AUTN, .. may also be sent. For instance,
RES and AUTN, ;¢ can be sent by the mobile device to the
VLR. On receiving RES and AUTH,,. from the mobile
device, the VLR can verify that the response value RES is
equal to the expected response value XRES. If RES=XRES,
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the verification is successful and the communication between
the VLR and the mobile device is secured by the cipher and
integrity keys CK and IK. If provided, the value AUTN, ,c can
be sent to the HLR. Upon receipt of AUTN, ., the HLR can
verify the value MAC; and update the sequence value indi-
cated by SON, /5.

FIG. 5E is a schematic diagram 590 showing aspects of the
example technique shown in FIGS. 5A and 5B. The opera-
tions shown in diagram 590 correspond to the operations in
the example process 500 shown in FIGS. 5A and 5B. The
diagram 590 is provided for illustration purposes. The pro-
cess 500 may be implemented in another manner.

FIG. 6A is aflow diagram showing an example process 600
that can be used by a network operator system for authenti-
cated key agreement ina UMTS system. The process 600 may
be implemented, for example, by a server system of a wireless
network or by any other suitable system. In some implemen-
tations, one or more operations of the process 600 are per-
formed by a home location register (HLR) or by another
component of the wireless network. The process 600 can
include additional or different operations, and the operations
can be performed in the order shown in FIG. 6A or any
suitable order. In some cases, one or more of the operations
can be iterated or repeated, for example, until a specified
condition is reached.

At 602, a temporary mobile subscriber identity (TMSI) is
received. The TMSI is associated with a mobile device. The
TMSI can be received from the mobile device or from an
entity in the wireless network system. For example, the HLR
may receive the TMSI from a visitor location register (VLR)
or from another component of the wireless network system.
In some implementations, the mobile device wirelessly trans-
mits the TMSI to the network, and the VLR forwards the
TMSI to the HLR to authenticate the mobile device.

At 604, a key K and a sequence value SQN are accessed.
The key K and the sequence value SQN are associated with
the TMSIreceived at 602, and they may be accessed based on
the TMSI. The key K and the sequence value SQN corre-
sponding to the TMSI may be accessed in any suitable man-
ner. For example, the HLR may access the key K and the
sequence value SQN by searching a database for a record
corresponding to the TMSI.

At 606, a random value RAND is generated. The random
value RAND can be generated by any suitable technique. In
some cases, the HLR can access a database of previously-
generated random values, or the HLR may include a pseudo-
random generator that generates random values as needed.
The random value can be any suitable size or data format
(e.g., binary, etc.).

At 608, the random value RAND may be updated. If the
operator is using an operator constant OP, then OP_, is com-
puted. The value OP, can be used to update RAND, for
example, by computing RAND=RANDOP_. The value
OP_ may be computed by evaluating OP_=KDF(K, OP,
klength), where KDF represents a key derivation function.
The inputs to KDF include OP (a 128-bit operator variant
algorithm configuration field), K (a long-term secret key) and
klength (a key length variable). In addition, OP, can be a
128-bit value derived from OP and K.

At 610, a key derivation key K' is computed. Here, the key
derivation key can be computed by evaluating K'=KDF(K,
RAND, klength). The inputs to KDF can include the key K,
the random value RAND and klength, where klength repre-
sents the bit-length of the key derivation key K'. KDF can be
any suitable key derivation function that accepts an input key
and other input data to derive keying material. Example KDFs
include the hash-based KDF using SHA256 defined in ANSI

10

15

20

25

30

35

40

45

50

55

60

65

18
X9.63-2011, the counter-mode KDF defined in NIST SP800-
108 with CMAC-AES128 from NIST SP800-38B, and the
NIST counter-mode KDF defined in NIST SP 800-108 with
keyed-HMAC-SHA256 from FIP S 198-1. Additional or dif-
ferent KDFs may be used.

At 612, a new value Z is computed. Here, the new value Z
can be computed by evaluating Z=KDF(K, “STRING”, out-
len). The inputs to this KDF can include key K, an input string
“STRING” and outlen, which represents the sum of bit-
lengths needed for 2, f3, f4, {5 and f5*. The input string
“STRING” can be any constant that is known to both the
mobile device and the network operator system.

At 614, 12, 13, f4, {5 and f5* are extracted from Z. For
instance, the extraction process can include parsing Z or any
other suitable technique.

At 616, the value f1 is computed. For instance, the value {1
can be computed by evaluating f1=KDF(K', SQN||AMF, out-
len"). Here, the inputs to KDF include the key derivation key
K, the sequence number SQN concatenated with AMF and
outlen', which represents the bit-length of f1.

At 618, if masking is used, the sequence value SQN can be
masked. For example, the sequence value can be masked by
computing SQN=SQNf5. For each mobile device, the
authentication center (AuC) can keep track of the sequence
value SQN, which can facilitate re-synchronization.

At 620, the authentication token AUTN is assembled. Here,
the authentication token AUTN can be assembled by forming
AUTN=SQN|IAMEF||f]1 (=MAC,,). Forinstance, AUTN can be
assembled by the concatenation of the sequence number
SQN, authentication management field AMF and the value f1.

At 622, an output quintet Q is generated. Here, the output
quintet can be generated by forming Q=(RAND, XRES={2,
CK=f3, IK=t4, AUTN). For instance, Q can be an ordered
array of authentication vector that can include a random num-
ber RAND, an expected response XRES, a cipher key CK, an
integrity key IK and authentication token AUTN. In some
cases, the quintet Q is valid for an authentication and key
agreement between the VLR and the mobile device.

At 624, the output quintet Q is sent. The output quintet Q
can be sent, for example, by the HLR to the VLR. The output
quintet Q can be sent in any suitable form or format, using any
suitable transmission technique. Subsequently, the VLR can
extract RAND and AUTH and may forward these variables to
the mobile device.

FIGS. 6B and 6C are flow diagrams showing an example
process 650 that can be used by a mobile device for authen-
ticated key agreement in a UMTS system. The process 650
may be implemented, for example, by a mobile device in a
wireless communication system or by any other suitable sys-
tem. In some implementations, the example process 650
shown in FIGS. 6B and 6C is performed by a mobile device in
coordination with a wireless network server performing the
example process 600 shown in FIG. 6 A. The process 650 can
include additional or different operations, and the operations
can be performed in the order shown in FIGS. 6B and 6C or
any suitable order. In some cases, one or more of the opera-
tions can be iterated or repeated, for example, until a specified
condition is reached.

At 652, arandom value RAND and an authentication token
AUTN are received. The values may be received wirelessly
by the mobile device from the wireless network. In some
cases, RAND and AUTN can be sent to the mobile device by
a VLR or another component of the wireless network system.
In some cases, the random value RAND and the authentica-
tion token AUTN are the values generated by the network
operator in the process 600 (e.g., at 606 or 608, 620) shown in
FIG. 6 A. For example, the VLR may parse the random value
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RAND and authentication token AUTN from the authentica-
tion vector AV sent to the VLR from the HLR, and the VLR
may forward the parsed values to the mobile device for
authentication.

At 654, the key K and the stored sequence value SQN, . are
accessed. For instance, the key K and the sequence value
SQN, s can be accessed in a local memory of the mobile
device. In the mobile device, the SQN, < can be stored in an
ISIM or another suitable computer-readable medium. The
sequence value SQN, < can be a counter stored locally at the
mobile device. The key K can be a long-term symmetric key
stored by the mobile device and the network operator system.
Additional or different types of keys may be used.

At 656, if the operator is using an operator constant, the
random value RAND can be updated. The random value
RAND can be updated in the same manner as in the process
600 at 608. For instance, RAND can be updated by computing
RAND=RANDDOP . (where OP_. is computed as described
with respect to operation 608 in FIG. 6A).

At 658, the key derivation key K' is computed. The key
derivation key K' can be computed by evaluating K'=KDF(K,
RAND, klength). The key derivation key K' can be computed
by the mobile device using the same KDF and the same inputs
that were used by the network operator system in the process
600 at 610.

At 660, the value Z is computed. The value Z can be
computed by evaluating Z=KDF(K, RAND, outlen). The
value Z can be computed by the mobile device using the same
KDF and the same inputs that were used by the network
operator system in the process 600 at 612.

At 662, the values 2, 3, {4, 5 and £5* are extracted from
Z. For instance, the extraction process can include parsing Z
or any other suitable technique.

At 664, the authentication token AUTN is parsed. For
instance, parsing the authentication token
(AUTN=SQN||AMF|MAC,) can be done to retrieve the
sequence number SQN, the authentication management field
AMEF, the message authentication code MAC ,, or any com-
bination of them.

At 666, if masking is used, the sequence value SQN is
masked. The sequence number SQN can be masked accord-
ing to the technique used in the process 600 at 618. For
instance, the sequence number can be masked by XORing the
extracted sequence number SQN with f5 (SQN=SQN©DI5).

At 668, the value f1 is computed. For instance, the value f1
can be computed by evaluating f1=KDF(K', SQN||AMF, out-
len'). Here, the KDF and the input values can be the same as
those used by the network operator in the process 600 at 616
to compute the value f1.

At 670, MAC , is compared to f1. If they are not equal (i.e.,
if MAC ,=f1), the process can be halted. In the event that the
process is halted, at 669 an error code is returned. Otherwise
(i.e., if MAC ,=f1), the process can proceed to 672.

At 672, the validity of SQN is checked against SQN, .
This check can be performed to determine if re-synchroniza-
tion is needed. If SQN is not valid, resynchronization is
performed at 675. Resynchronization can be performed by:
(1) updating the sequence value SQN,,., (2) computing
f1*=KDF(K', SQN,||[AMF*, outlen'), where AMF* is a
default value, (3) if masking is used, applying the masking
operation  SQN,,~SQN,,Bf5* and (4) forming
AUTN,,~SQN, |MAC,. When SQN is valid, the process
can proceed to 674.

At 674, a response RES, a cipher key CK and an integrity
key IK are generated. For instance, the response RES and the
session keys can be generated by the mobile device. Here the
response RES=f2, the cipher key CK=f3, the integrity key
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IK=t4, and if required the mobile device authentication token
AUTN, ,c may be generated as well.

At 676, the response RES is sent, and the mobile device
authentication token AUTN, .- may also be sent. For instance,
RES and AUTN, ;¢ can be sent by the mobile device to the
VLR. On receiving RES and AUTH,,. from the mobile
device, the VLR can verify that the response value RES is
equal to the expected response value XRES. If RES=XRES,
the verification is successful and the communication between
the VLR and the mobile device is secured by the cipher and
integrity keys CK and IK. If provided, the value AUTN, ,; can
be sent to the HLR. Upon receipt of AUTN, ., the HLR can
verify the value MAC; and update the sequence value indi-
cated by SQN, ..

FIG. 6D is a schematic diagram showing aspects of the
example technique shown in FIG. 6 A. The operations shown
in diagram 690 correspond to the operations in the example
process 600 shown in FIG. 6A. The diagram 690 is provided
for illustration purposes. The process 600 may be imple-
mented in another manner.

Operations described in this specification can be imple-
mented as operations performed by a data processing appa-
ratus on data stored on one or more computer-readable stor-
age devices or received from other sources. The term “data
processing apparatus” encompasses all kinds of apparatus,
devices, and machines for processing data, including by way
of'example a programmable processor, a computer, a system
on a chip, or multiple ones, or combinations, of the foregoing.
The apparatus can include special purpose logic circuitry,
e.g., an FPGA (field programmable gate array) or an ASIC
(application-specific integrated circuit). The apparatus can
also include, in addition to hardware, code that creates an
execution environment for the computer program in question,
e.g., code that constitutes processor firmware, a protocol
stack, a database management system, an operating system, a
cross-platform runtime environment, a virtual machine, or a
combination of one or more of them. The apparatus and
execution environment can realize various different comput-
ing model infrastructures, such as web services, distributed
computing and grid computing infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or inter-
preted languages, declarative or procedural languages, and it
can be deployed in any form, including as a stand-alone
program or as a module, component, subroutine, object, or
other unit suitable for use in a computing environment. A
computer program may, but need not, correspond to a filein a
file system. A program can be stored in a portion of a file that
holds other programs or data (e.g., one or more scripts stored
in a markup language document), in a single file dedicated to
the program in question, or in multiple coordinated files (e.g.,
files that store one or more modules, sub-programs, or por-
tions of code). A computer program can be deployed to be
executed on one computing device or on multiple computers
that are located at one site or distributed across multiple sites
and interconnected by a communication network.

The processes and logic flows described in this specifica-
tion can be performed by one or more programmable proces-
sors executing one or more computer programs to perform
actions by operating on input data and generating output. The
processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, e.g., an FPGA (field programmable gate array) or an
ASIC (application-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
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purpose microprocessors, and any one or more processors of
any kind of digital computing device. Generally, a processor
will receive instructions and data from a read-only memory or
arandom access memory or both. The essential elements of a
computing device are a processor for performing actions in
accordance with instructions and one or more memory
devices for storing instructions and data. Generally, a com-
puting device will also include, or be operatively coupled to
receive data from or transfer data to, or both, one or more
storage devices for storing data. However, a computing
device need not have such devices. Moreover, a computer can
be embedded in another device, e.g., a mobile telephone, a
personal digital assistant (PDA), a mobile audio or video
player, a game console, a Global Positioning System (GPS)
receiver, or a portable storage device (e.g., a universal serial
bus (USB) flash drive), to name just a few. Devices suitable
for storing computer program instructions and data include
all forms of non-volatile memory, media and memory
devices, including by way of example semiconductor
memory devices, e.g., EPROM, EEPROM, and flash memory
devices; magnetic disks, e.g., internal hard disks or remov-
able disks; magneto-optical disks; and CD-ROM and DVD-
ROM disks. The processor and the memory can be supple-
mented by, or incorporated in, special purpose logic circuitry.

To provide for interaction with a user, subject matter
described in this specification can be implemented on a com-
puter having a display device, e.g., an LCD (liquid crystal
display) screen for displaying information to the user and a
keyboard and a pointing device, e.g., touch screen, stylus,
mouse, etc. by which the user can provide input to the com-
puter. Other kinds of devices can be used to provide for
interaction with a user as well; for example, feedback pro-
vided to the user can be any form of sensory feedback, e.g.,
visual feedback, auditory feedback, or tactile feedback; and
input from the user can be received in any form, including
acoustic, speech, or tactile input. In addition, a computing
device can interact with a user by sending documents to and
receiving documents froma device that is used by the user; for
example, by sending web pages to a web browser on a user’s
client device in response to requests received from the web
browser.

Some of the subject matter described in this specification
can be implemented in a computing system that includes a
back-end component, e.g., as a data server, or that includes a
middleware component, e.g., an application server, or that
includes a front-end component, e.g., a client computing
device having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any com-
bination of one or more such back-end, middleware, or front-
end components. The components of the system can be inter-
connected by any form or medium of digital data
communication, e.g., a data network.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a data network. The relationship of
client and server arises by virtue of computer programs run-
ning on the respective computers and having a client-server
relationship to each other. In some implementations, a server
transmits data to a client device. Data generated at the client
device can be received from the client device at the server.

While this specification contains many specific implemen-
tation details, these should not be construed as limitations on
the scope of what may be claimed, but rather as descriptions
of features specific to particular implementations. Certain
features that are described in this specification in the context
of'separate implementations can also be implemented in com-
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bination in a single implementation. Conversely, various fea-
tures that are described in the context of a single implemen-
tation can also be implemented in multiple implementations
separately or in any suitable subcombination. Moreover,
although features may be described above as acting in certain
combinations and even initially claimed as such, one or more
features from a claimed combination can in some cases be
excised from the combination, and the claimed combination
may be directed to a subcombination or variation of a sub-
combination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system compo-
nents in the implementations described above should not be
understood as requiring such separation in all implementa-
tions, and it should be understood that the described program
components and systems can generally be integrated together
in a single software product or packaged into multiple soft-
ware products.

In a general aspect, one or more session keys are generated
in a communication system. A session key may be generated,
for example, by a mobile device, a network operator system,
another type of system, or by any suitable combination of
these.

In some aspects, a computer system of a wireless network
operator receives an identifier of a mobile device. Based on
the identifier, a secret key associated with the mobile device is
accessed. A key derivation function is evaluated to produce a
key derivation key based on the secret key. The key derivation
function is evaluated to produce an output value based on the
key derivation key. A session key is obtained based on the
second output value.

Implementations of these and other aspects may include
one or more of the following features. A random challenge
value is obtained before evaluating the key derivation func-
tion to produce the key derivation key. An expected response
value, a ciphering key, and an integrity key are obtained based
on the output value. A message that includes the ciphering
key, the integrity key, the random challenge value, and the
expected response value is generated. The message is trans-
mitted to a wireless station of a wireless network.

Additionally or alternatively, implementations of these and
other aspects may include one or more of the following fea-
tures. The key derivation key is produced by evaluating the
key derivation function on the secret key, a random challenge
value obtained after receiving the identifier, and a first output
length that specifies a bit-length of the key derivation key. The
output value is produced by evaluating the key derivation
function on the key derivation key, a pre-defined constant
value, and a second output length that specifies a bit-length of
the output value.

Additionally or alternatively, implementations of these and
other aspects may include one or more of the following fea-
tures. The key derivation function includes a message authen-
tication code function. A message authentication code is
obtained based on the key derivation key. A sequence value
associated with the mobile device is accessed. A server
authentication token is generated based on the message
authentication code and the sequence value.

In some aspects, a mobile device receives a challenge value
from a wireless network operator system. The mobile device
accesses a secret key in response to receiving the challenge
value. A key derivation function is evaluated to produce a key
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derivation key based on the secret key. The key derivation
function is evaluated to produce an output value based on the
key derivation key. A response value and a session key are
obtained based on the output value. The response value is
transmitted to the wireless network operator system.

Implementations of these and other aspects may include
one or more of the following features. Obtaining the session
key includes obtaining a ciphering key and an integrity key.
The key derivation key is produced by evaluating the key
derivation function on the secret key, the challenge value, and
a first output length that specifies a bit-length of the key
derivation key. The output value is produced by evaluating the
key derivation function on the key derivation key, a pre-
defined constant value, and a second output length that speci-
fies a bit-length of the output value.

Additionally or alternatively, implementations ofthese and
other aspects may include one or more of the following fea-
tures. A sequence value previously stored on the mobile
device is accessed. A message authentication code is obtained
based on the secret key and the sequence value. A mobile
device authentication token is generated based on the mes-
sage authentication code and the sequence value.

Thus, some implementations of the subject matter have
been described. Other implementations are within the scope
of the following claims.

What is claimed is:

1. A method performed on a server in a network, the
method comprising:

receiving an identifier associated with a mobile device;

accessing, based on the identifier, a secret key associated

with the mobile device;
evaluating a key derivation function to produce a key deri-
vation key based on the secret key, wherein the key
derivation function is based on a hash function;

evaluating the key derivation function to produce an output
value based on the key derivation key; and

obtaining a session key based on the output value.

2. The method of claim 1, wherein obtaining the session
key comprises obtaining a plurality of session keys, and the
plurality of session keys include a ciphering key and an integ-
rity key.

3. The method of claim 2, further comprising:

obtaining a random value before evaluating the key deri-

vation function to produce the key derivation key;
obtaining an expected response value based on the output
value;

generating a message that includes the ciphering key, the

integrity key, the random value, and the expected
response value; and

transmitting the message to a wireless station or a compo-

nent of a network.

4. The method of claim 1, further comprising obtaining a
random value after receiving the identifier, wherein the key
derivation key is produced by evaluating the key derivation
function on:

the secret key;

the random value; and

a first output length that specifies a bit-length of the key

derivation key.

5. The method of claim 4, wherein the output value is
produced by evaluating the key derivation function on:

the key derivation key;

a pre-defined constant value; and

a second output length that specifies a bit-length of the

output value.
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6. The method of claim 1, wherein evaluating the key
derivation function includes evaluating a message authenti-
cation code function.
7. The method of claim 1, further comprising:
obtaining a message authentication code based on the key
derivation key;
accessing a sequence value associated with the mobile
device; and
generating a server authentication token based on the mes-
sage authentication code and the sequence value.
8. A server, comprising:
a communication interface and a processor, wherein the
communication interface is configured to receive an
identifier associated with a mobile device, and the pro-
cessor is configured to:
access, based on the identifier, a secret key associated
with the mobile device;

evaluate a key derivation function to produce a key deri-
vation key based on the secret key, wherein the key
derivation function is based on a hash function;

evaluate the key derivation function to produce an output
value based on the key derivation key; and

obtain a session key based on the output value.

9. The server of claim 8, wherein obtaining the session key
comprises obtaining a plurality of session keys, and the plu-
rality of session keys include a ciphering key and an integrity
key.

10. The server of claim 9, wherein the processor is further
configured to:

obtain a random value before evaluating the key derivation
function to produce the key derivation key;

obtain an expected response value based on the output
value; and

generate a message that includes the ciphering key, the
integrity key, the random value, and the expected
response value,

wherein the communication interface is further configured
to transmit the message to a wireless station or a com-
ponent of a network.

11. The server of claim 8, wherein the key derivation key is

produced by evaluating the key derivation function on:

the secret key;

a random value; and

a first output length that specifies a bit-length of the key
derivation key.

12. The server of claim 11, wherein the output value is

produced by evaluating the key derivation function on:

the key derivation key;

a pre-defined constant value; and

a second output length that specifies a bit-length of the
output value.

13. The server of claim 8, wherein evaluating the key
derivation function includes evaluating a message authenti-
cation code function.

14. The server of claim 8, wherein the processor is further
configured to:

obtain a message authentication code based on the key
derivation key;

access a sequence value associated with the mobile device;
and

generate a server authentication token based on the mes-
sage authentication code and the sequence value.

15. A method performed by a mobile device, the method

comprising:

the mobile device accessing a secret key in response to
receiving a challenge value;
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the mobile device evaluating a key derivation function to
produce a key derivation key based on the secret key,
wherein the key derivation function is based on a hash
function;

the mobile device evaluating the key derivation function to

produce an output value based on the key derivation key;
the mobile device obtaining a response value and a session
key based on the output value; and

the mobile device transmitting the response value.

16. The method of claim 15, wherein obtaining the session
key comprises obtaining a plurality of session keys, and the
plurality of session keys include a ciphering key and an integ-
rity key.

17. The method of claim 15, wherein the key derivation key
is produced by evaluating the key derivation function on:

the secret key;

the challenge value; and

a first output length that specifies a bit-length of the key

derivation key.

18. The method of claim 17, wherein the output value is
produced by evaluating the key derivation function on:

the key derivation key;

a pre-defined constant value; and

a second output length that specifies a bit-length of the

output value.

19. The method of claim 15, further comprising:

accessing a sequence value previously stored on the mobile

device;

obtaining a message authentication code based on the

secret key and the sequence value; and

generating a mobile device authentication token based on

the message authentication code and the sequence value.

20. A device, comprising:

a processor configured to:

access a secret key in response to receiving a challenge
value;

evaluate a key derivation function to produce a key deri-
vation key based on the secret key, wherein the key
derivation function is based on a hash function;

evaluate thekey derivation function to produce an output
value based on the key derivation key;
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obtain a response value and a session key based on the
output value;

transmit the response value to a wireless network opera-
tor system;,

access a sequence value previously stored on the device;

obtain a message authentication code based on the secret
key and the sequence value; and

generate a device authentication token based on the mes-
sage authentication code and the sequence value.

21. The device of claim 20, wherein obtaining the session
key comprises obtaining a plurality of session keys, and the
plurality of session keys include a ciphering key and an integ-
rity key.

22. The device of claim 20, wherein the key derivation key
is produced by evaluating the key derivation function on:

the secret key;

the challenge value; and

a first output length that specifies a bit-length of the key

derivation key.

23. The device of claim 22, wherein the output value is
produced by evaluating the key derivation function on:

the key derivation key;

a pre-defined constant value; and

a second output length that specifies a bit-length of the

output value.

24. The device of claim 20, wherein the device comprises
an embedded integrated circuit card.

25. The method of claim 1, wherein the identifier associ-
ated with the mobile device is an identifier stored in a univer-
sal integrated circuit card (UICC) installed in the mobile
device.

26. The server of claim 8, wherein the identifier associated
with the mobile device is an identifier stored in a universal
integrated circuit card (UICC) installed in the mobile device.

27. The method of claim 3, wherein the random value is a
random challenge value.

28. The sever of claim 10, wherein the random value is a
random challenge value.
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